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Abstract
In this paper, we present Lexical Episode Plots, a novel automated text-mining and visual analytics approach for
exploratory text analysis. In particular, we first describe an algorithm for automatically annotating text regions
to examine prominent themes within natural language texts. The algorithm is based on lexical chaining to find
spans of text in which the frequency of a term is significantly higher than its average in the document. In a second
step we present an interactive visualization supporting the exploration and interpretation of Lexical Episodes. The
visualization links higher-level thematic structures with content-level details. The methodological capabilities of
our approach are illustrated by analyzing the televised US presidential election debates.

Categories and Subject Descriptors (according to ACM CCS): I.5.4 [Pattern Recognition]: Applications—Text pro-
cessing

1. Introduction

The exploratory analysis of textual data has become a main
field in many scientific disciplines. This is partly due to a
massive increase in the availability of textual data. Simul-
taneously, computer-assisted methods for the exploratory
analysis of textual data have become increasingly common,
user-friendly, and generalized. Hence, computer-assisted ap-
plications for text-mining and visualization have become an
essential part of most sciences. Yet, existing methods for ex-
ploratory text analysis have mainly focused either on illus-
trating higher-level thematic structures or on close exami-
nations on the content-level. Our approach combines both
levels allowing analysts to discover thematic patterns and to
derive hypotheses based on a detailed inspection of the con-
tent. Hence, we combine the logic of what Digital Human-
ities scholars call "distant reading" with the logic of "close
reading". This approach supports analysts to derive hypothe-
ses such as: What is the thematic structure of the text? Where
do textual dynamics come from?

Our contribution is twofold: We first introduce a novel text
mining method to identify thematic clusters within a text,
named lexical episodes. Second, we propose an interactive
visualization to convey the extracted lexical episodes to the
analyst enabling a more targeted and efficient analysis of the
textual content.

2. Related Work

Since we combine a novel text-mining algorithm with an in-
teractive visualization, we first describe related methods for
text extraction and structuring that share some fundamen-
tal technical concepts with our approach. Second, we give
a short overview on related approaches with respect to text
visualizations.

2.1. Segment-based Content Extraction

Our Lexical Episode approach has mainly been inspired by
a time series analysis technique [RHD∗12]. This technique
identifies temporal bursts of individual keywords in textual
time series. Keywords are clustered if they are unexpectedly
close in time. Moreover, our approach is also related to the
concept of lexical chains. This concept was first introduced
by Morris and Hirst [MH91] and later adapted by others,
e.g. [GMFLJ03,Hea97,Hea94]. Lexical chains are segments
of related words and indicate units of text being "about the
same thing". The original concept as well as the refinements
have in common that the distance between the related words
to be clustered in a chain/segment is defined arbitrarily by
specifying a global threshold based on a fixed number of
sentences.

In contrast to these approaches, the lexical episodes re-
laxes most assumptions. In particular, for the identifica-
tion of text segments through keyword chains, an individual
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threshold is computed based on the distribution of the key-
word’s index positions in the text. Moreover, our approach
indicates the statistical significance of the text segmentation.
Finally, each text segment is later refined in a post-process
step of pruning.

2.2. Text Visualization

Within the field of text visualization, numerous approaches
have been proposed. While there are many tools to visu-
ally explore the content of texts and its links to some meta-
data, e.g. [O’C14, HCJ14, MH13, AGCH11], most text vi-
sualizations apply topic modeling as to convey thematic
dynamics over time and space and/or in context of other
data facets, e.g. [KJWE14, DWS∗12, DWCR11, LZP∗09].
However, most approaches either do not provide a thematic
overview or do not readily support a close inspection of the
textual content. Our approach allows an analysis of arbitrary
texts at different levels-of-detail in one visual display. A se-
mantic zooming capability readily enables to swap between
close and distant reading and text analysis.

Our approach is also different, as it is based on compre-
hensible algorithms that allow less experienced analysts to
grasp the logic of the lexical episodes. While Topic Mod-
eling is a prominent example for a mostly reliable and use-
ful method for the extraction of thematic descriptors from
text to structure its content, the interpretation of their re-
sults is often challenging for analysts from the humanities
and other related disciplines. Topic Models are usually based
on non-deterministic black box algorithms; it is hard for less
experienced analysts to properly judge the reliability of re-
sults and link them to concrete instances in the textual data
(cf. [Sch12,CGW∗09]). Yet, the intuitiveness and tangibility
of methods applied in research are crucial for humanists.

3. Lexical Episodes

Lexical Episodes are portions within the word sequence of
texts where a certain keyword appears more densely than
expected from its frequency in the whole word sequence. To
find these keywords we focus on the gap in the index posi-
tions between two occurrences of the same keyword, i.e. the
number of different words in between. Figure 1 illustrates
the basic principle. We do not limit the lexical episodes to
word unigrams, but also to word ngrams. Since both algo-
rithms are rather similar, we only describe the procedure for
word unigrams in more detail.

Formally, a lexical episode for a single morphological
lemma l is defined as a sequence of word occurrences w ex-
tracted from textual data d that meets several conditions:

lexical_episode(l) = (w1,w2, · · · ,wn) (1)

with n ≥ 3 (2)

and l = lemma(w1) = lemma(w2) = · · ·= lemma(wn) (3)

and ix = index_position(wx,d) (4)

Figure 1: Illustration of the basic principle to define a Lex-
ical Episode. The 100 dots represent a sequence of 100
words. Within this sequence, a certain keyword occurs at the
index position 4, 17, 23, and 94. Since the gap between these
keywords is smaller than the expected gap (25 words), a Lex-
ical Episode is defined for the first three occurrences of the
keyword–but not for the last occurrence of the keyword.

and ix+1 > ix (5)

and (ix+1 − ix)< threshold(l) (6)

with threshold(l) = length(d)÷ f req(l,d) (7)

Each of these conditions can be rephrased as follows:

1. A lexical episode consists of a sequence of word occur-
rences.

2. It must contain at least 3 word occurrences.
3. The morphological lemma of all word occurrences must

be the same.
4. ix is the index position of a word occurrence wx within

the textual data d.
5. The word occurrences of the lexical episode are ordered

by increasing index position.
6. Any pairwise gap in index positions between two consec-

utive word occurrences of one lexical episode is smaller
than a certain threshold that depends on the current
lemma.

7. This threshold is obtained by dividing the overall amount
of word occurrences in the text by the number of occur-
rences of words with the given lemma in the whole text.

To generate the Lexical Episodes, three consecutive steps
are applied. First, for each word –unigrams and ngrams– in
the textual data it is analyzed whether the word forms part
of one or more Lexical Episodes. Second, a likelihood ratio
test is applied to calculate the unexpectedness/significance
of each previously defined Lexical Episode. Hence, our al-
gorithm allows to differentiate between various degrees of
significance. In cases where unigram and ngrams contain the
same lemma, we keep the lexical episode with the highest
significance. Finally, for each Lexical Episode, we test iter-
atively whether deleting the first or last element of a lexical
Episode increases the significance. If this is the case, the lex-
ical episode is pruned.

4. Visualization

To allow an exploratory analysis of the Lexical Episodes,
we introduce a novel visualization that follows the design
principle of overview first, zoom and filter, detail on de-
mand [Shn96]. We first describe the layout algorithm and,
second, the possibilities of user interaction.
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To demonstrate the capabilities of our algorithm and visu-
alization, we use the third Presidential debate between Pres-
ident Barack Obama and Governor Mitt Romney on October
22, 2012. Our approach is, however, generic, i.e. it is inde-
pendent of the type of textual data.

4.1. Layout of the Visualization

Figure 2 demonstrates the visualization of the Lexical
Episodes. In general, we decide to layout the textual data (in
this case the presidential debate) vertically as a sequence of
sentences within paragraphs (in this case within utterances).
The horizontal layout dimension is used to place the se-
quence of words within the sentences. Lexical Episodes are
visualized as a vertical bar to the left of the textual data. Each
Lexical Episode is denoted an Episode Bar. These Episode
Bars span from the first to the last occurrence of a relevant
keyword in a sentence within the defined lexical episode. All
further occurrences within the episode are visualized with a
black horizontal line. The episodes for different unigrams or
ngrams can overlap in word index positions. Hence, the vi-
sual representations of episodes have to be arranged using
the open space to the left of the text in a way that overplot-
ting is avoided. The basic principle we apply here is to make
use of the level of significance: Episode Bars with higher
significance will be ordered first; episode bars with lower
significance will be arranged subsequently to the left.

In a subsequent step, labels for each episode are added.
For each Lexical Episode, one label containing the lemma is
added to the left of all Episode Bars. In addition, the label
is connected with a visual link to the episode. The position
is dependent on the average position of the keyword within
the lexical episode. This is demonstrated in the Panel B in
Figure 2.

4.2. User Interaction

The visualization has been implemented in Java making use
of the piccolo2D library [BGM04] for user interaction. We
offer different possibilities to perform generic exploration
tasks.
Filtering: Analysts can change the threshold of significance
to change the number of lexical bars to be displayed. This is
illustrated in the top panel in Figure 2. With each change in
significance, both the episode bar positioning as well as the
size of labels is adjusted automatically.
Zooming: The zooming functionality goes beyond a mere
geometrical zoom. When zooming in, the gray boxes rep-
resenting the text increase their size at a linear level. The
episode bars also increase their size linearly along the y-
axis, but grow in sublinear manner along the x-axis. Conse-
quently, the more detailed the view, the smaller the episode
bars in comparison to the text. Figure 3 as well as the Panels
A, C, and D in Figure 2 demonstrate this principle. Addition-
ally, the textual data is subject to a semantic zoom. When

zooming in, first light gray horizontal bars appear within
the dark gray boxes. Each such bar represents one sentence.
Then, from a further zoom level on, the text will also appear.
Highlighting: Clicking on an episode bar, all word occur-
rences belonging to this episode will be highlighted. For ex-
ample, see the word "China" in Panel C in Figure 2.

1 2 3

Figure 3: Different zoom levels of the same text snippet. The
breadth of the episode bar decreases in relation to the text
representation on the right.

5. Use Cases

During the development of the visualization we conducted
usability tests and interviews with several researchers from
political science. This helped us to gain a better understand-
ing of the real user needs, discover potential issues, and it-
eratively improve the design. Figure 2 demonstrates several
analysis use cases we could identify as relevant for politi-
cal scientists. Panel A shows that certain categories, such as
in this case sentiments, can be highlighted in the zoomed-out
version to make interesting patterns appear. Another use case
is the detection of anomalies in the discourse structure. Panel
D shows a section within the tv debate where the turn tak-
ing is characterized by very short utterances and sentences.
As also indicated by the label, it is a section of crosstalk,
which could be identified easily in the distant view. Panel B
demonstrates how the most significant episodes cluster into
thematic sections. The last thematic section is about the eco-
nomical competition and collaboration with China. This sud-
den topic shift can be identified from the episode structure
in the zoomed-out view, see Panel C. In the detailed view it
becomes clear that this shift was explicitly triggered by the
moderator.

6. Conclusion and Future Work

In this paper, we have introduced a novel automated and vi-
sual analytics approach for exploratory text analysis. In par-
ticular, we propose a method to combine "distant reading"
with "close reading". For instance, the Lexical Episode Plots
can be used to derive hypotheses based on the content and
structure of the textual data. Example use cases from polit-
ical science demonstrate the usefulness of the method. Ad-
ditionally, since the Lexical Episode Plots are independent
from language and type of textual data, it can be applied by
any scholar of any discipline for exploratory data analysis.
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Figure 2: The third Presidential Debate between President Barack Obama and Governor Mitt Romney on Oct. 22, 2012.
The upper figure illustrates the Lexical Episodes for different values of significance. In the bottom figure, the visualization is
shown in more detail. Panel A demonstrates possible extensions, e.g. a sentiment annotation. The other panels present separate
exploratory views and are explained in more detail in the text.
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